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Abstract—Public vehicle (PV) systems will be efficient traffic-management platforms in future smart cities, where PVs provide ridesharing trips with balanced QoS (quality of service). PV systems differ from traditional ridesharing due to that the paths and scheduling tasks are calculated by a server according to passengers’ requests, and all PVs corporate with each other to achieve higher transportation efficiency. Path planning is the primary problem. The current path planning strategies become inefficient especially for traffic big data in cities of large population and urban area. To ensure real-time scheduling, we propose one efficient path planning strategy with balanced QoS (e.g., waiting time, detour) by restricting search area for each PV, so that a large number of computation is saved. Simulation results based on the Shanghai (China) urban road network show that, the computation can be reduced by 34% compared with the exhaustive search method since many requests violating QoS are excluded.

I. INTRODUCTION

With the increasing of mobile computing and urban area, traffic big data has attracted more attention. More efficient algorithms are required in future smart cities. Traffic big data is characterized by four “V” features \cite{2} \cite{3}. Volume: the large urban area, large population, large road network, and a large amount of trip requests lead to a large amount of trip data. Variety: The information of traffic condition should be detected to provide better service for passengers, e.g., speed, path. And the data are collected by various sensors from vehicles and roads. Veracity: some traffic data (e.g., speed, GPS) obtained from multiple sensors may have noise. Velocity: the requests of cities should be handled in real-time to satisfy trip demands since passengers want immediate replies from data center.

As an efficient traffic-management platform, the public vehicle (PV) system \cite{4} provides low-cost ridesharing trips with balanced QoS (quality of service) for passengers, thus the traffic efficiency can be improved dramatically. PV systems consist of three parts: a data center (server), PVs, and passengers. PVs may be driverless electric vehicles \cite{5} \cite{6} in the future. The path planning for PVs is named as PV path (PVP) problem, which is NP-Complete \cite{4}. In addition, PVs can corporate with each other to provide multi-hop paths for passengers \cite{7}. The running flow of PV systems is as follows. If one passenger needs trip service, he/she sends a request (including his/her origin, destination, and time window, etc.) via a mobile internet device (e.g., smart phone) to the server.

The server calculates the matching between PVs and the passenger, and the paths of PVs to serve him/her.

PV systems have high traffic efficiency since they provide ridesharing service. Less research focus on how to reduce the computation in the routing problem of ridesharing. Although some solutions have been proposed for this problem \cite{8}, the whole road networks should be partitioned into multiple cells, and the status of each vehicle should be updated according to preset intervals.

How to reduce computation based on traffic big data is challenging for several reasons. First, with the increasing of population and urban area, it is hard to provide a real-time scheduling for a large number of requests. Second, once the server receives new requests from passengers, new scheduling strategies will be calculated and paths of some PVs may be changed, resulting in larger computation requirement.

II. BASIC IDEA AND SOLUTION

Assume that at some time, there are a large number of trip requests of passengers. PVs will provide service for them according to the scheduling strategies calculated by a server. Let \( r = (t, o, d) \) denote a request, where \( t \) is the request birth time, \( o \) is origin, and \( d \) is destination. Make sure \( o \) is visited before \( d \) since the passengers should be first be picked up and then dropped off. Let \( p \) denote a PV or its current location. Let \( \delta \) be the detour ratio of \( r \), which is the percentage of additional distance compared with the shortest distance from its origin to destination. Make sure that \( \delta \) does not exceed a threshold \( \Delta \). Assume \( p \) serves \( r \). We name \( r \) as the furthest request if its destination \( d \) is the last point on the path of \( p \).

Potential search area, PSA, is an area where the origins or/and destinations of possible requests whose QoS may be in constraints, while the other requests not in this PSA should be excluded. If we try the requests one by one, a large amount of computation will be needed. PSA can efficiently improve the computation speed.

1) PSA determined by the furthest request which has been picked up

According to properties of ellipses, we know that, any point (origin or destination of any request) inserted between \( o \) and \( d \) should fall in an ellipse determined by \( o \) and \( d \), otherwise, the QoS will be violated. Therefore the corresponding rectangle of the ellipse is the PSA to restrict search area.
2) PSA determined by the furthest request which has not been picked up

To limit the waiting time of \( r \), we introduce buffer distance, \( w \), which denotes the travel distance of \( p \) from the time when schedule of \( r \) is determined to its pickup time. Its threshold is \( W \). Make sure that \( w \leq W \). Here, we should record the location of \( p \) when schedule of \( r \) is determined, which is denoted by \( p_o \) just as shown in Fig. 2.

3) PSA of one PV

PSA of one PV \( p \) is determined by the furthest request. And it is the union of two PSA: the one determined by \( p \) and origin of the requests, and the other one determined by the origin and destination.

4) Solution

As shown in Fig. 3, there are three insertion cases: Case A: None of \( o \) and \( d \) becomes the last point of the new path. Case B: \( d \) becomes the last point of the new path, while \( o \) does not precede \( d \) immediately. Case C: \( d \) becomes the last point of the new path, and \( o \) precedes \( d \) immediately.

Our solution PSAP (PSA based path planning strategy) is as follows. With respect to an unscheduled request \( r \) and one PV \( p \). If both the origin and destination in PSA, calculate insertion cost of Case A. If the origin in PSA, calculate insertion cost of Case B. If all points on path of \( p \) fall in PSA, calculate insertion cost of Case C. Finally, calculate insertion cost among all PVs. The PV with the minimum travel distance under QoS constraints will be chosen to the request, and its path will be updated.

III. PERFORMANCE

In PV systems, the initial locations of PVs are randomly distributed in the road network which follows a uniform distribution. The compared algorithm is the exhaustive search algorithm, which is similar to the algorithm in [4] by adding checking buffer distance, i.e., if the buffer distance exceeds its threshold \( W \), the corresponding requests have to wait. We use “ES” to denote the “exhaustive search” algorithm. Now, we put 700 vehicles to PV systems with an urban area of 50 km
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\[ \Delta \text{ is set to 0.2, and the capacity is set to 16, } W \text{ is set to 7. The running time of two algorithms is shown in Fig. 4. The running time using our solution is about 34\% less than ES when the number of requests varies from 100 to 1000.} \]
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