How Multiple Crowdsourcers Compete for Smartphone Contributions?
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Abstract—Mobile crowdsourcing provides us various exciting and profitable applications. All the mobile crowdsourcing systems purchase sensing services from a population of smartphone users. The issue of competition arises. However, few studies address this issue, which significantly affects the functionality of crowdsourcing systems. In this paper, we study the problem of price competition among multiple crowdsourcers in a free market, where smartphone users are able to withdraw from the current crowdsourcer if they can gain more utility from other crowdsourcers. We formulate the price competition as a dynamic non-cooperative game, where each crowdsourcer independently decides its own price aiming at highest profit and all smartphone users join the crowdsourcers at their satisfaction. In practice, a crowdsourcer may not know strategies of others which are unrevealed information. We propose a distributed learning algorithm that every crowdsourcer learns from its historic information to achieve the Nash equilibrium in the market. We studied and identified the suitable learning speed to make the price adaption converge to the Nash equilibrium. All the results are supported by both theoretical analysis and simulations.
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I. INTRODUCTION

Nowadays, the exponential growth of smartphones creates a compelling paradigm of mobile crowdsourcing [1]. All the smartphone sensors show a sensor network off-the-shelf [2]. A variety of crowdsourcing applications [3]–[5] have emerged and undoubtedly revolutionized many sectors of our life.

A single mobile crowdsourcer (i.e., a crowdsourcing system) typically consists of two parts: a crowdsourcing platform residing on the cloud and a population of smartphone users. The crowdsourcer purchases sensing services from smartphone users, who consume their own resources to accomplish the sensing task. Those smartphone users will not work for a crowdsourcer, unless compensation of their resource consumption is satisfied. Without contribution of a plenty of smartphone users, a crowdsourcer is not able to collect enough data to accomplish its task.

In a mobile crowdsourcing market, there are many crowdsourcers and a population of smartphone users. We focus on the price competition of multiple crowdsourcers in this paper. Smartphone users have freedom to choose the crowdsourcers to serve. Therefore, each crowdsourcer in the market has to set a appropriate price to attract sufficient participation. The prices of the crowdsourcers jointly influence the willingness of smartphones to serve. The issue of competition arises. The price can not be very high since the profit augment may not compensate the cost growth. Therefore, an wise pricing strategy is needed for every crowdsourcer.

The study on the pricing for multiple crowdsourcers faces several challenges. It is not easy to characterize behaviors of smartphone users who may change the crowdsourcer to serve. All the participants in the market should be satisfied, including the selfish crowdsourcers maximizing individual profit and smartphone users pursuing the highest utility when making sensing decisions. Only when the price competition ends up with a stable state, will all the participants be pleased. It is challenging to fulfill all the constraints mentioned above, especially when the market information is incompletely unrevealed.

Not much research effort has been done in mobile crowdsourcing when bringing in the competition of multiple crowdsourcers. Some research effort aimed at exploiting the abundant computational power on mobile devices and presented a practical participatory computing framework [6]. Many studies assumed a single crowdsourcer [7], [8]. A category of studies only stood on a crowdsourcer’s side [9], [10], limiting the initiative of smartphone users, which was not realistic. Luo et al. [9] designed a mechanism in the spirit of all-pay auctions, where the bid losers (i.e. smartphone users) still had to pay their bids. Some work stood on the smartphone users’ side [11]. Since there was only one crowdsourcer to serve, smartphone users had no choice on the crowdsourcers. If they were not content with the particular crowdsourcer, they just dropped out the system. These unsatisfied smartphone users could be motivated to join other crowdsourcers.

Although the competition among multiple systems has been studied for other network problems, such as spectrum trading [12], [13], network providers competition [14], [15], and other resources allocation problems [16], [17], it was always the case that these platforms (e.g., network providers) sold network resources to a number of consumers. In mobile crowdsourcing, the systems (i.e., crowdsourcers) relied on smartphone users to provide sensing service. It is necessary to analyze this different situation. Here we have concluded the related work and will not spare an individual section for it.

The economics is playing an more and more important role in allocating network resources [18]–[20]. We view the price competition as an oligopoly market [21] and apply a dynamic non-cooperative game, which is based on Bertrand
game [22] to analyze the oligopoly market. There are multiple sellers and a group of buyers in a Bertrand game. The sellers compete with each other to sell goods or services to the buyers. Every seller goes after its highest profit and the buyers intend to the well-content utility. Both the sellers and the buyers influence the demand of goods or services. Different from the stand Bertrand game model, it is multiple buyers (i.e., crowdsourcers) that compete with each other to purchase sensing service from a population of sellers (i.e., smartphone users) in a mobile crowdsourcing market.

We highlight the main intellectual contributions as follows.

- We analyze the phenomenon of price competition in mobile crowdsourcing systems, where multiple crowdsourcers compete with each other to purchase crowdsourcing service from smartphone users. We formulate this as a dynamic non-cooperative game model and Nash equilibrium is the solution of the game.
- In practice, a crowdsourcer may not know the strategies of others which are unrevealed information. We propose a distributed learning algorithm that every crowdsourcer learns from its historic information to achieve the Nash equilibrium in the market. We studied and identified the proper learning speed that to make the price adaption converge to the Nash equilibrium.

The remainder of the paper is organized as follows. In Section II, we present the system model and define the problem. Section III describes the solution of price competition. Section IV presents and discusses the evaluation results. Section V concludes the paper and shows the future work directions.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present the market model of multiple crowdsourcers and formulate the problem considered in the paper.

A. Free Market Model

As depicted in Fig. 1, a mobile crowdsourcing market consists of multiple crowdsourcers and a population of smartphone users. We view the population of smartphone users as a continuum of service providers of the same type, which can also be called a representative service provider.

The total number of crowdsourcers is represented by \( N \) (\( N \geq 2 \)). When a crowdsourcer \( i \) announces its task and price \( p_i \) per unit time, smartphone users will decide whether to participate in the task and how much time they will contribute. We adopt the amount of time units to evaluate the quantity of sensing service a crowdsourcer attracts. A smartphone user can only join one crowdsourcer at a time. Smartphone users may join a particular crowdsourcer at their satisfaction of utility obtained. The crowdsourcers must be strategic to set different prices to attract smartphone users and achieve an ideal profit at the same time.

Here we define the contribution that smartphone users devote to crowdsourcers as the service supply. Throughout the paper, we use the notion of service supply substitutability to express the willingness of a smartphone users to change the crowdsourcer to serve. This is inspired by the concept of substitute good [23] in economics. A substitute good is a good with a positive cross elasticity of demand [23], which means a good’s demand is increased when the price of another good is increased. In our case, the willingness of smartphone users to join another crowdsourcer is increased when the payment offered by another crowdsourcer is increased.

![Fig. 1. An example of a mobile crowdsourcing market.](image)

B. Utility of Smartphone Users

The smartphone users make sensing plans aiming at maximizing utility in response to the price profile of all crowdsourcers, which in return affects the price adjustment of crowdsourcers in the market. We focus on the service supply share and price adaption process of crowdsourcers in this paper.

The utility of smartphone users is influenced by the reward of selling sensing service and the cost of doing sensing tasks. The utility will not increase all the time and one simple reason is that a sensing task with a higher reward often costs more than a lower one. Thus, the utility of smartphone users will be saturated in some degree. We extend the linear demand model characterizing a differentiated duopoly proposed in [22].

The utility function of smartphone users is:

\[
U(a) = \sum_{i=1}^{N} a_i p_i - \frac{1}{2} \left( \sum_{i=1}^{N} a_i^2 + 2v \sum_{i \neq j} a_i a_j \right) - \sum_{i=1}^{N} a_i k_i, \quad (1)
\]

where \( a_i \) is the amount of time units that the representative smartphone user is willing to sell to crowdsourcer \( i \). \( a = \{a_1, ..., a_i, ..., a_N\} \) stands for the set of service supply to all crowdsourcers in the market. \( p_i \) is the price per unit time of crowdsourcer \( i \) paid to smartphone users. \( k_i \) is the cost per unit time of smartphone users doing sensing task for crowdsourcer \( i \). \( v \in [0, 1] \) denotes the service supply substitutability. When \( v = 0 \), smartphone users are not willing to change the crowdsourcers they serve, while for \( v = 1 \), smartphone users change the crowdsourcers to serve frequently.

C. Profit of Crowdsourcer

Every crowdsourcer sets price selfishly to obtain the maximum profit. The revenue of a crowdsourcer is the services
gained from smartphones’ sensing and the cost is the reward paid to smartphone users. Then the profit function of crowdsourcer $i$ is:

$$P_i(p) = R_i(a_i) - C_i(a_i),$$

where $R_i(a_i) = \alpha_i$, $C_i(a_i) = p_i a_i$, and $c > 1$ is system parameter, $0 < p_i < c$. $a_i$ reflects the earnings of crowdsourcer $i$ on participating users.

Here we do not consider the redundancy of sensory data. In a competitive market, every crowdsourcer has to be wise enough to attract sufficient smartphone participation. We focus on the competition among crowdsourcers in this paper.

### III. Price Competition and Solution

In this section, we formulate the pricing competition as a dynamic non-cooperative game based on the standard Bertrand game and Nash equilibrium is the solution of the game.

#### A. Oligopoly Price Competition and Bertrand Game

We observe that the market of crowdsourcers is an oligopoly market [21]. In economics, oligopoly is a situation where a small number of sellers (i.e., oligopolists) dominate a market. Each of them makes decisions pursuing the highest profit. Two classical models in the theory of oligopoly are Cournot and Bertrand [24] game model. In a Cournot game, sellers set quantities. In a Bertrand game, prices are the strategy variables. According to [22], Bertrand (Cournot) competition with substitutes is the dual of Cournot (Bertrand) competition with complements. Exchanging prices and quantities, we go from one to the other. Further, with a linear demand structure Bertrand competition is more efficient than Cournot competition in consumer or total surplus terms. Thus, the idea of Bertrand game for price competition is appropriate to analyze the market of multiple crowdsourcers.

#### B. Basic Settings of Crowdsourcers: A Non-cooperative Game Model

We model the price competition based on a Bertrand game, which we call the Pricing game. Different from the stand Bertrand game, it is multiple buyers instead of multiple sellers that are strategic players in the game. The players in the Pricing game are crowdsourcers. The strategy of each player is the price per unit time of sensing service (denoted by $p_i$, $0 < p_i < c$). The payoff of each crowdsourcer $i$ (denoted by $P_i$) is the profit gained by smartphone users’ contributions.

We are interested in answering the following questions: How will a crowdsourcer set the value of $p_i$ to maximize its profit? Will the price adaptation end in a stable state? To answer the former question, a crowdsourcer needs to know the amount of time (i.e., service supply) that smartphone users will contribute in response to the strategies of all the crowdsourcers.

The latter question corresponds to the notion of Nash equilibrium [25] in game theory, which is a strategy profile that no player has anything to gain by unilaterally changing its current strategy. Another concept called best response [25] is central to the Nash equilibrium. The best response is the strategy that produces the most favorable outcome for a player, given strategies of other players. The Nash equilibrium is the point at which each player in a game has selected the best response (or one of the best responses) to the strategies of others.

Let $p = \{p_1, ... , p_i, ... , p_N\}$ stands for the strategy profile consisting of strategies of all players. Let $p_{-i}$ denotes the strategy profile excluding $p_i$. As a notational convention, we write $p = (p_i, p_{-i})$. Let $B_i(p_{-i})$ represents the best response of crowdsourcer $i$.

#### C. Smartphone Users: Which Crowdsourcer to Join? How Much Time? Transfer to Another?

Based on the strategy profile of all crowdsourcers, smartphone users will make sensing plan (i.e., the time they will devote to every crowdsourcer), aiming at the highest utility. We can obtain the sensing plan from the utility function of smartphone users in Eq.(1). We differentiate $U(a)$ with respect to $a_i$ and set it to 0, meaning that how to set the value of $a_i$ to maximize utility $U(a)$.

$$\frac{\partial U(a)}{\partial a_i} = 0 = p_i - a_i - v \sum_{i \neq j} a_j - k_i.$$

By solving the set of equations in Eq.(3), we can obtain every element of $a = \{a_1, ... , a_i, ... , a_N\}$, the sensing plan of smartphone users. Here we replace $a_i$ by $W_i(p)$.

$$W_i(p) = \frac{(p_i - k_i)[1 + v(N - 2)] - v \sum_{i \neq j} (p_j - k_j)}{(1 - v)[1 + v(N - 1)].}$$

For simplification, we rewrite the sensing plan function in Eq.(4) as $W_i(p) = D_2 p_i - D_1(p_{-i})$, where $D_1(p_{-i})$ and $D_2$ are constants given all $p_j$ for $i \neq j$ and can be expressed as follows:

$$D_2 = \frac{1 + v(N - 2)}{(1 - v)[1 + v(N - 1)]},$$

$$D_1(p_{-i}) = \frac{k_i[1 + v(N - 2)] + v \sum_{i \neq j} (p_j - k_j)}{(1 - v)[1 + v(N - 1)]}.$$ 

Note that the sensing plan of smartphone users is the service supply share of all crowdsourcers.

#### D. Strategies of Crowdsourcers in Single Stage: Nash Equilibrium

We will prove that the best response of each player is unique. Thus, the Nash equilibrium of the Pricing game is unique.

**Theorem 1.** The best response $B_i(p_{-i})$ of crowdsourcer $i$ is unique.

**Proof.** Given the service supply $W_i(p)$, the profit of crowdsourcer is:

$$P_i(p) = (c - p_i) W_i(p).$$

To study the best response strategy of crowdsourcer $i$, we
compute the derivatives of $P_i$ with respect to $p_i$:

$$\frac{\partial P_i(p)}{\partial p_i} = -2D_2p_i + D_1(p_{-i}) + cD_2,$$

(8)

$$\frac{\partial^2 P_i(p)}{\partial p_i^2} = -2D_2.$$

(9)

Since the second-order derivative of $P_i$ is negative, the utility $P_i$ is a strictly concave function in $p_i$. Therefore given any strategy profile $p_{-i}$ of the other crowdsourcers, the best response strategy $B_i(p_{-i})$ of crowdsourcer $i$ is unique.

Best response of crowdsourcers will be obtained as following. Setting the first derivative of $P_i$ to 0, we have

$$-2D_2p_i + D_1(p_{-i}) + cD_2 = 0.$$

(10)

Solving for $p_i$ in Eq.(10), we obtain

$$p_i = \frac{D_1(p_{-i}) + cD_2}{2D_2}.$$

(11)

Combining Eq.(5), Eq.(6) with Eq.(11), we get

$$p_i = \frac{1}{2} \left[ \sum_{j \neq i} (p_j - k_j) + v(N - 2) + k_i + c \right].$$

(12)

The set of equations in Eq.(12) is the price profile at Nash equilibrium.

E. Crowdsourcers in a Agile Market: A Dynamic Noncooperative Game Model

In practice, a crowdsourcer may not know the current strategies adopted by other crowdsourcers. Only the historic strategies are likely to be observed by others. We also consider the time dynamics of the crowdsourcers’ market and extend the aforementioned static model to a dynamic one.

Let $p_i[t]$ denotes the price offered by crowdsourcer $i$ at iteration $t$. The sets $p_{-i}[t]$ and $p[t]$ are defined similarly. Given the strategies adopted by other players at time $t$ (i.e., $p_{-i}[t]$), the price offered by crowdsourcer $i$ at time $t + 1$ might be:

$$p_i[t + 1] = B_i(p_{-i}[t]), \forall i.$$

(13)

Each crowdsourcer will adjust its price according to Eq.(13). We will study the convergence of the price in the next subsection.

However, a crowdsourcer may not know the historic strategies of others since the information are unrevealed. It can only use the local information and service supply (i.e., $W_i(p)$) from smartphone users to adjust its strategy. There is no doubt that a crowdsourcer knows its service supply at previous iteration. A crowdsourcer will adjust its strategy in the direction that maximizes its profit. That is:

$$p_i[t + 1] = p_i[t] + \alpha_i \left( \frac{\partial P_i(p)}{\partial p_i} \right),$$

(14)

where $0 < \alpha_i < 1$ is the adjustment speed (i.e., learning rate),

$$\frac{\partial P_i(p)}{\partial p_i} \approx \frac{P_i(p_{-i}[t] \cup \{p_i[t] + \epsilon\}) - P_i(p_{-i}[t] \cup \{p_i[t] - \epsilon\})}{2\epsilon},$$

(15)

$$P_i(p_{-i}[t] \cup \{p_i[t] \pm \epsilon\}) = cW_i(p_{-i}[t] \cup \{p_i[t] \pm \epsilon\}).$$

(16)

To estimate the marginal profit, a crowdsourcer is capable of observing the marginal service supply for small variation in price $\epsilon$ (e.g., $\epsilon = 10^{-4}$) as shown in Eq.(15) and Eq.(16). Solving Eq.(14), Eq.(15) and Eq.(16), we get:

$$p_i[t + 1] = p_i[t] + \alpha_i(c - p_i[t])D_2,$$

(17)

$$= [1 - \alpha_iD_2]p_i[t] + \alpha_iD_2c.$$

F. Will the Price Adaptation Converge to a Nash Equilibrium?

We will see whether the price adjustment process will end up with a stable price profile. We observe that both Eq.(13) and Eq.(14) are self-mapping functions. By definition, the self-mapping function is stable if and only if the eigenvalues $\lambda_i$ of its Jacobian matrix are all inside the unit circle of the complex plane (e.g., $|\lambda_i| < 1$).

In our case, the Jacobian matrix is:

$$J = \begin{pmatrix}
\frac{\partial p_{1}[t+1]}{\partial p_{1}[t]} & \frac{\partial p_{1}[t+1]}{\partial p_{2}[t]} & \cdots & \frac{\partial p_{1}[t+1]}{\partial p_{N}[t]} \\
\frac{\partial p_{2}[t+1]}{\partial p_{1}[t]} & \frac{\partial p_{2}[t+1]}{\partial p_{2}[t]} & \cdots & \frac{\partial p_{2}[t+1]}{\partial p_{N}[t]} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial p_{N}[t+1]}{\partial p_{1}[t]} & \frac{\partial p_{N}[t+1]}{\partial p_{2}[t]} & \cdots & \frac{\partial p_{N}[t+1]}{\partial p_{N}[t]}
\end{pmatrix}.$$

(18)

For Eq.(13), the Jacobian matrix is:

$$J = \begin{pmatrix}
v & 2[v(N - 2) + 1] & \cdots & 2[v(N - 2) + 1] \\
\vdots & \ddots & \vdots & \vdots \\
v & 2[v(N - 2) + 1] & \cdots & 2[v(N - 2) + 1]
\end{pmatrix}.$$

(19)

The eigenvalues of the Jacobian matrix in Eq.(19):

$$\lambda_i = \frac{v}{2[v(N - 2) + 1]} - \frac{v(N - 1)}{2[v(N - 2) + 1]}.$$

(20)

For the maximum value of $\lambda_i$, we have:

$$\frac{(N - 1)v}{2[v(N - 2) + 1]} < 1 \Rightarrow (N - 3)v + 2 > 0.$$

(21)

When $N = 2$, we have $2 - v > 0$. In summary, $|\lambda_i| < 1$. Thus, for the case that the historic strategies of others are observable, the price adaption will be in a steady state.

For Eq.(14), the Jacobian matrix is:

$$J = \begin{pmatrix}
1 - \alpha_1D_2 & 0 & \cdots & 0 \\
0 & 1 - \alpha_2D_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1 - \alpha_ND_2
\end{pmatrix}.$$

(22)
The eigenvalues of the Jacobian matrix in Eq.(22):

$$\lambda_i = 1 - \alpha_i D_2.$$  \hfill (23)

The condition that ensures $|\lambda_i|<1$ is $0 < \alpha_i < 1$, $\frac{2}{D_2} \geq 1$ or $0 < \alpha_i < \frac{2}{D_2}, \frac{2}{D_2} < 1$. We find that $\frac{2}{D_2} \geq 1$ is not always true. In the next section, we will investigate the stability region of learning rates and identify the suitable learning rate that makes the price adaption converge to the Nash equilibrium as fast as the former case.

**IV. Performance Evaluation**

We present in this section a series of experiment simulating a mobile crowdsourcing market with two crowdsourcers, which acts as a powerful support for the theoretical analysis in general case. We name the two crowdsourcers as Alice and Bob respectively.

**A. Parameter Settings**

The default settings are as follows. The system parameter $c = 4$. The cost of joining Alice and Bob are $k_1 = 0.1$ dollar and $k_2 = 0.5$ dollar respectively. The service supply substitutability factor $v$ lies between 0.2 to 0.8. Note that some of these parameters will be varied according to the evaluation scenarios.

**B. Best Response of a Crowdsourcer**

Fig. 2 shows the profit of Alice as a function of price. Before some certain point, the profit increases since the increasing price attracts more service supply. After the certain point, the profit decreases since the profit augment can not compensate the cost growth. The best response is the price which results in the highest profit. The best response price of Alice increases as the price given by Bob increases. This is a good explanation of positive cross elasticity of demand.

**C. Nash Equilibrium in a Single Stage**

As depicted in Fig. 3, the best response functions of the crowdsourcers intersect at a point, which is the Nash equilibrium. The equilibrium price $p_2$ is larger than $p_1$, since the cost for serving crowdsourcer Bob is higher. We get higher prices at Nash equilibrium with a higher service supply substitutability value $v$. Since smartphone users change to serve the crowdsourcer offering higher reward frequently, each crowdsourcer has to increase its price to attract the participation of smartphone users.

**D. Effect of Smartphones Cost on Prices and Profits at Nash equilibrium**

Fig. 4, 5 show the price and profit of both crowdsourcers at the Nash equilibrium, as the cost of doing sensing task...
for Alice increases. We observe that a larger value of $v$ have different influences on Alice and Bob: the price of Alice is slightly effected, while the price of Bob decreases at a larger rate. We explain this phenomenon as follows: smartphone users will gain more utility from Bob than Alice as $k_1$ increases and $k_2$ keeps the same. When $v$ becomes larger, smartphone users change to serve crowdsourcer Bob with higher frequency, which enhances the advantage on the share of service supply for Bob. Thus, Bob can decrease its price at a faster rate and ensure profit augment at the same time.

E. The Learning Algorithm Converging to a Nash Equilibrium

Fig. 6 shows the convergence of price adjustment. When the strategies of crowdsourcers are observable by each other, a fast convergence to the equilibrium price is expected. When a crowdsourcer can observe only the service supply of the smartphone users, it is still able to reach the equilibrium price through our learning algorithm. The speed of convergence largely depends on the learning rate. If this learning rate is properly set (e.g., $\alpha_1 = \alpha_2 = 0.4$), the algorithm converges to the equilibrium price as fast as the case when the strategies of the other players are observable. However, if the learning rate is large (e.g., $\alpha_1 = \alpha_2 = 0.7$), it causes fluctuation in the price adjustment, and the algorithm may require a larger number of iterations to reach the equilibrium. This result is a guidance for every crowdsourcer to adjust its strategy.

F. Stability Region of the Learning Algorithm

When the strategies of other crowdsourcers can not be observed, we analyze the stability region of the learning rates in this subsection. Fig. 7 shows the result. When the learning rates $\alpha_1$ and $\alpha_2$ are set with values taken from the stability region, the distributed dynamic algorithm successfully converges to the Nash equilibrium. We observe that the service supply substitutability factor $v$ causes a destabilization effect, when it becomes larger.

V. Conclusion and Future Work

In this paper, we have addressed the problem of competitive pricing of multiple crowdsourcers. We use a dynamic non-cooperative game to model this situation and propose a distributed learning algorithm converging to the prices at Nash equilibrium. We will investigate other issues such as sensing task auction and privacy preservation when bringing competition among crowdsourcers in the future.
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